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The limiting distribution of the limit lognormal multifractal, first introduced
by Mandelbrot (Statistical Models and Turbulence, M. Rosenblatt and C. Van
Atta, eds., Lecture Notes in Physics 12, Springer, New York, 1972, p. 333)
and constructed explicitly by Bacry et al. (Phys. Rev. E 64, 026103 (2001)),
is investigated using its Laplace transform. A partial differential equation for
the Laplace transform is derived and it is shown that multifractality alone
does not determine the limiting distribution. The increments of the limit mul-
tifractal process are strongly stochastically dependent. The precise nature of
this stochastic dependence structure of increments (SDSI) is the determining
characteristic of the limiting distribution. The SDSI of the limit process is
quantified by means of two integro-differential relations obtained by renormal-
ization in the sense of Leipnik (J. Aust. Math. Soc. B 32, 327–347 (1991)).
One is interpreted as a counterpart of the star equation of Mandelbrot and
the other is shown to be an analogue of the classical Girsanov theorem. In
the weak intermittency limit an approximate single-variable equation for the
Laplace transform is obtained and successfully tested numerically by simula-
tion.

KEY WORDS: Limit lognormal; limit log-infinitely divisible; Mandelbrot star
equation; Feynman-Kac formula; exponential functional; Brownian motion;
Laplace transform.

1. INTRODUCTION

Following the seminal work of Mandelbrot(28) and Frisch and Parisi,(12)

multifractals have been an integral part of various areas of physics such
as turbulence,(11,34,41) stochastic growth,(15) percolation,(18) and geophys-
ics(40) to name just a few. As Mandelbrot pointed out,(31) there are two
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distinct meanings of multifractality. The first meaning is that of interwo-
ven fractal sets supporting different moments of a multifractal measure.
This is the interpretation used in dynamical system theory(16,17) and, most
recently, in the context of conformally invariant random paths or percola-
tion.(8,9) The measures involved in such problems are typically nonrandom
so that one can speak of fractal dimensions and a thermodynamic formal-
ism(2,44). The second meaning of multifractality is related to the multiscal-
ing of moments of random processes, such as the velocity field in fully
developed turbulence(11,12,28) and asset prices in finance(37). The process
is monofractal if its spectrum is linear as is the case of fractional brown-
ian motion(33) and multifractal otherwise. Due to the stochastic nature of
the problem, the thermodynamic formalism becomes much more intricate
as the f (α) spectrum is dependent on a particular realization of the pro-
cess and so is ill-defined in the usual sense. In the case of the canonical
multifractals of Mandelbrot,(28) this difficulty was resolved by Molchan(35)

in the physics and Arbeiter and Patzschke,(1) Barral(5) and others in the
mathematics literature. We are primarily concerned with the multiscaling
aspect of multifractals in this publication.

Multifractals are naturally classified as empirical and synthetic. Exam-
ples of empirical multifractals are numerous(18,26,34,37,43), whereas those of
synthetic ones are very few. In fact, to the best of our knowledge, there are
only four rigorous constructions. The first and most widely known class is
that of the canonical multifractals of Mandelbrot.(28) This class includes
nonrandom multifractal measures that occur in dynamical systems as a
special case. Its most salient features are approximate multifractal scaling
and discrete dilation invariance with a preferred scale that leads to non-
stationary increments. These features are inextricably tied to the discrete
cascade nature of the construction. The second and probably the oldest
known construction is that of the limit lognormal multifractal, which was
conceived by Mandelbrot(27,30) and formalized in a series of papers by
Kahane(19–21). Its distinctive feature is that it is scale free, unlike the first
class, and is defined as the zero scale limit over a set of dicrete scales. The
first limit lognormal construction that did not involve discrete scales at all
was given by Bacry et al.(3), who investigated many of the properties of
the limit process without rigorously taking the zero scale limit.

While canonical and limit lognormal multifractals have been known
for over twenty five years, it had remained a challenge to give a sound
mathematical construction of scale free multifractals with continuous dila-
tion invariance, stationary increments, and non-lognormal multipliers until
Barral and Mandelbrot(6) made a breakthrough. Theirs is the third explicit
construction. Their solution was to effect the idea of continuous multipli-
cation by considering stochastic integrals over conical domains. A similar
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approach was taken by Schmitt and Marsan(42), who, however, did not
take the zero-scale limit. The only limitations of the Barral and Mandelb-
rot solution were inexact scaling and log-compound-Poisson multipliers.
The remaining problem was solved by Bacry and Muzy(36), who gave the
fourth construction. Their approach, based on the previous work of Barral
and Mandelbrot(6) and Schmitt and Marsan(42), was to change the shape
of the conical domains of Barral and Mandelbrot. In addition, their con-
struction allowed for arbitrary infinitely divisible multipliers and enabled
accounting for a wide variety of possible spectra, including, in particular,
the limit lognormal construction of Bacry et al.(3). We will refer to these
processes as the limit log-infinitely divisible multifractals.

The limit log-infinitely divisible process is defined as the zero scale
limit of a series of finite scale processes. It is an open problem to mathe-
matically describe the limiting distribution beyond its existence proven rig-
orously in the limit log-compound-Poisson case in ref. 6 and in general
in ref. 4. Following the suggestion made in Muzy et al.(37) “to recast our
approach within a field theoretical formulation involving some renormal-
ization procedure”, we will construct in this paper a framework for ana-
lyzing the finite-scale approximations. The framework provides a general
approach to the study of stochastic processes that are built as exponential
functionals, such as the limit log-infinitely divisible multifractals. First, the
framework allows us to derive a Feynman-Kac formula for the exponential
functional of a gaussian process, whether markovian or not. Specifically,
it gives a partial differential equation for the Laplace transform of the
limiting distribution of the limit lognormal multifractal process(27,3). The
equation shows that multifractality alone does not determine the distribu-
tion uniquely. Second, our framework imparts a precise meaning to the
idea of Muzy et al.(37) of treating that distribution as a renormalized field
theory. The concept of renormalization as formulated in this paper is an
extension of the approach used by Leipnik(23) to investigate the lognormal
distribution. Our extension provides a theoretical approach to quantifying
the SDSI of the limit process, which is the main theme of this paper, and
yields, in the lognormal case, a pair of exact integro-differential relations
for the Laplace transform. These relations express the derivatives of the
Laplace transform as appropriately rescaled Laplace transforms averaged
over a family of limit lognormal processes derived from the limit lognor-
mal multifractal. We propose to call such rescalings of the Laplace trans-
form renormalization in the sense of Leipnik, who seems to have been the
first to use this idea(23). This is the main result of our paper.

The type of renormalization introduced is quite general as it applies
to the exponential functional of general gaussian processes. In particular,
the t relation yields a new proof of the classical Girsanov theorem for
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Brownian motion and extends it to general gaussian processes. The z rela-
tion can be interpreted as a counterpart of the star equation of Mandelb-
rot(28,29) for the limit lognormal multifractal. It exhibits the fundamental
characteristic of the star equation, namely, it is derived by taking the zero
increment limit of a hierarchy of functional equations at finite increment
sizes and thereby quantifies the SDSI of the limit process at a fixed time.
The main difference between the two is that the star equation involves
only one limit process, whereas our relation involves both the given limit
lognormal process and a new family of such processes derived from it by a
change of mean. This is an artifact of a more complicated SDSI involved
in the scale invariant situation. The difference can be formally summarized
by stating that our relation is not a single-variable equation. This is the
main limitation of our work. In the weak intermittency limit, we give a
single-variable equation for the Laplace transform. The equation is nec-
essarily approximate yet it is in good agreement with results of numerical
computation.

The plan of the paper is as follows. In Section 2 we give a review
of the limit log-infinitely divisible processes. In Section 3 we describe the
SDSI of the canonical multifractals of Mandelbrot in the context of the
star equation and then explain how this SDSI is different from that of the
limit log-infinitely divisible processes. In Section 4 an elementary deriva-
tion of our partial differential equation is presented based on multifractal-
ity alone. In Section 5 we introduce our framework and use it to rederive
the equation and study its basic properties. Renormalization is defined in
Section 6. In Section 7 we describe an explicit solution to the renormal-
ization problem posed in Section 6. Section 8 gives an approximate treat-
ment of the weak intermittency limit. Section 9 presents conclusions. In
the Appendix we state and prove a generalized Girsanov theorem.

2. MULTIFRACTALS DEFINED

In this section we give a concise summary of the limit log-infinitely
divisible processes following ref. 36. We start by describing their properties
and then proceed to the constructive definition.

The limit log-infinitely divisible multifractal is a random process X(t)
defined as Brownian motion in multifractal time,

X(t)=B(M(t)), (1)

an idea dating back to Mandelbrot and Taylor(32). Multifractal time M(t)
is an increasing, positive random process independent of Brownian motion
with the property that for any 0 < l < L and 0 < γ �1 its increments
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denoted by δlM(t)≡M(t + l)−M(t) obey the exact continuous cascade
equation

δγ lM(t)=Wγ δlM(t) (2)

and are stationary. Wγ is a positive stochastic multiplier independent of
δlM(t) whose law must be log-infinitely divisible as was first pointed out
by Novikov(38). L is the fundamental or decorrelation scale of the process,
which regulates its degree of long-range dependence. The multifractal spec-
trum ζq of M(t) defined by the scaling of the qth absolute moment of the
increments is set solely by the law of the multiplier Wγ . The cascade equa-
tion for X(t) is

δγ lX(t)=W
1
2
γ δlX(t) (3)

so that its spectrum is ζq/2. A simple argument shows that at any given
time t the distribution of X(t) is related to that of M(t) by

X(t)= εM(t) 1
2 , (4)

where ε is a standardized normal random variable independent of M(t).
Moreover, Eq. (2) relates M(t) to M(L) for t <L, this relationship is
known as Castaing’s equation when expressed in terms of probability den-
sity functions(7). Thus, to study X(t) we may safely restrict ourselves to
studying M(L).

The formal mathematical construction of M(t) starts with an infi-
nitely divisible independently scattered random measure P on the time-
scale plane (t, l), l >0, distributed uniformly with respect to the measure µ

µ(dt dl)=dt dl/ l2. (5)

Infinite divisibility of P means that P(A) is an infinitely divisible random
variable for subsets A of the time-scale plane. Independent scatteredness
means that P(A) and P(B) are independent if A and B do not intersect.
Uniform distribution with respect to µ means that the characteristic func-
tion of P(A) is given by

E
[
eiqP (A)

]
= eφ(q)µ(A), (6)
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where φ(q) is given by the Levy-Khinchine’s formula(39). We are primarily
concerned with the case of a lognormal multiplier Wγ , in which case

φ(q)=−i q λ
2

2
− q2 λ2

2

for some 0<λ< 1, known as the intermittency parameter. The spectrum
is always related to φ(q) via

ζ(q)=q−φ(−iq)

so that the lognormal spectrum is the familiar parabola(30)

E
[
M(t)q

] =
(
t

L

)ζq
E
[
M(L)q

]
, t <L, (7)

ζ(q) = q

(
1+ λ2

2

)
− λ2q2

2
. (8)

The process M(t) is defined as the zero scale limit l→0 of finite scale pro-
cesses Ml(t) that are themselves defined in terms of the measure P by

Ml(t)=
∫ t

0
eP (Al(u)) du. (9)

The sets Al(u) are sets in the time-scale plane whose precise definition
given in ref. 36 does not concern us here. It is important to point out,
however, that Al(u) and Al(v) intersect and so P (Al(u)) and P (Al(v)) are
dependent whenever |u− v|<L. This explains the role of L as the mea-
sure of long-range dependence and accounts for most of the complexity
of the construction. It is also important to point out that the distribution
of Ml(t), let alone

M(t)= liml→0Ml(t), (10)

is not known although the existence of the limit is established in ref. 4.
The main tractable quantity is the characteristic function of the joint dis-
tribution of P(Al(t1)), . . . , P (Al(tN )), t1<. . .< tN , denoted by Q(�t, �w)

Q(�t, �w)≡E
[
e
i
∑N
j=1wj P (Al(tj ))

]
. (11)
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In fact, it is shown in ref. 36 that the scaling properties of Q(�t, �w) imply
the existence of a random variable �γ independent of P(Al(t)) for all
0� t �L such that

{
P(Aγ l(γ t))

}={�γ +P(Al(t))
}
, 0� t �L, (12)

understood as the equality in distribution of the two stochastic processes
for fixed 0<γ <1 and 0<l<L. It must be emphasized that �γ is a true
invariant as it is the same for all l and t. An elementary change of vari-
ables argument given in ref. 36 shows that Eq. (2) is a direct corollary of
Eqs. (9) and (12) and

Wγ =γ e�γ .

An explicit, while complicated, formula for Q(�t, �w) is derived in ref. 4.
The formula simplifies significantly in the lognormal case because the joint
distribution is normal and so can be described by its mean and covariance
matrix.2 These are

E [P (Al(ti))] = −λ
2

2

(
1+ log

L

l

)
, (13)

Cov
[
P (Al(ti)) , P

(
Al(tj )

)] = λ2 log
L

|ti − tj | , l� |ti − tj |�L, (14)

Cov
[
P (Al(ti)) , P

(
Al(tj )

)] = λ2
(

1+ log
L

l
− |ti − tj |

l

)
, (15)

if |ti − tj |<l, and covariance is zero in the remaining case of |ti − tj |�L.
Thus, denoting the covariance matrix by C,

Q(�t, �w)= e−i λ
2
2 (1+log L

l
)
∑N
j=1wj e−

1
2 �wT C �w. (16)

This completes our overview of the limit log-infinitely divisible con-
struction. The purpose of this paper is to describe the limiting distribution
at time t �L defined by Eq. (10) in a mathematical way. As it is shown
in the two following sections, the fundamental structure of interest is the
SDSI of the limit process.

2Note that the mean is half the negative variance. This is a necessary condition for the exis-
tence of the limit l→0 as first pointed out by Mandelbrot(27).
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3. STOCHASTIC DEPENDENCE STRUCTURE OF INCREMENTS

(SDSI)

In this section we compare and contrast the SDSI of the canonical
multifractals of Mandelbrot(28,29) with that of the limit log-infinitely divis-
ible processes(36). We also show that the star equation is a precise mathe-
matical means of quantifying the SDSI in the canonical case.

The canonical construction of random multinomial measures begins
with a fixed positive integer b and a positive random weight W such that
EW =1/b. It consists of dividing the unit interval into b equal length sub-
intervals, assigning them the random but stochastically independent mea-
sures distributed like W, then dividing each of the b subintervals into
b pieces and assigning them measures as products of two independent
weights distributed like W, and so on. We prefer to view the random mea-
sure constructed in this way as a stochastic process on the unit interval
and refer to the cumulative weight of the subintervals as the increments of
the process. Then, at the ith step of iteration the minimum size of b−adic3

increments reached is 1/bi and all the weights assigned at the ith step
are independent, moreover, further subdivisions of these increments do not
affect their dependence structure. Therefore, the b−adic increments of size
1/bi share at most i− 1 common random factors. In particular, they are
independent when i = 1. It then follows by self-similarity that the distri-
bution of the limit process at time one, i.e., the limit measure of the unit
interval, obeys the equation

Z=
b−1∑
i=0

WjZj , (17)

where Wj and Zj are stochastically independent copies of W and Z,

respectively. Equation (17) is known as the star equation of Mandelbrot.
The formal proof of Eq. (17) is obtained by considering the i→∞ limit
of a hierarchy of functional equations that express the measure of the unit
interval at the ith step of iteration as a sum of the measures of all the
b−adic subintervals of length b−i . Therefore, it becomes transparent that
Eq. (17) is a precise way of quantifying the SDSI of the limit process. This
structure can be summarized in two statements: first, all increments that
belong to the separate b−adic subdivisions of size 1/b are stochastically
independent and, second, the dependence of all nonoverlapping b−adic
size increments is through a finite product of independent positive weights.

3b−adic refers to the intervals of form [kb−i , (k + 1)b−i ], where i = 1,2,3 . . . and k = 0 . . .
bi −1.
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Naively, we can try to describe the SDSI of M(t) in a similar way.
By stationarity we can write an infinite sequence of functional equations,
one for each positive integer b. Let lb =L/b and consider the increments
δb(i)�M((i+1)lb)−M(ilb), i=0 · · ·b−1. All the δb(i) have the same dis-
tribution as W1/bM(L), i.e., are identically distributed. Obviously,

M(L)=
b−1∑
i=0

δb(i).

At least formally, this system of equations, one for each b, resembles
closely Eq. (17) in that both involve sums of length b such that the sum-
mands have the same distribution obtained by multiplying the unknown
limiting distribution by a known positive random weight. However, the
crucial difference between this system and Eq. (17) is that the summands
in Eq. (17) are stochastically independent and the δb(i) are not. More-
over, a priori, we do not know how the δb(i) are dependent except by
pointing at the definition, that is Eqs. (9) and (10). Comparing with the
two properties of the canonical SDSI stated above, we have: first, all no-
noverlapping increments that are within the distance L apart are depen-
dent because P (Al(u)) and P (Al(v)) are whenever |u−v|<L and, second,
their dependence requires infinitely many independent factors because of
an integral in Eq. (9). It is precisely these differences between the depen-
dence structures that render scale invariant multifractality so complex. The
precise goal of this paper is to quantify the SDSI of the limit lognormal
process.

In the next section we show mathematically that multifractality alone
does not capture the limiting distribution.

4. ELEMENTARY APPROACHES

In this section we give an elementary derivation of a partial differen-
tial equation for the Laplace transform of the limiting distribution of the
limit lognormal multifractal(27,3). It is based on Eq. (2), i.e., the continu-
ous cascade equation.

We denote the Laplace transform by v(t, z) so that

v(t, z)≡E
[
e−zM(t)

]
, z�0.

Then, the equation, which is the Feynman-Kac formula for the underlying
gaussian process, is
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z
∂v

∂z
= t ∂v

∂t
+ λ2

2
z2 ∂

2v

∂z2
, t �L, z�0. (18)

The boundary conditions for Eq. (18) are

v(t, z=0)=1 and limz→∞v(t, z)=0 for t >0, (19)

v(t=0, z)=1 (20)

so we are dealing with a mixed initial/boundary value problem of para-
bolic type (to be solved backwards in time).

The proof of Eq. (18) is straightforward. By letting γ ≡1−h/t in Eq.
(2), we have

∂v

∂t
(t, z)=−limh→0+

E
[
e−zWγMt

]−v(t, z)
h

.

It is easy to see based on results of(30,36) that logWγ is gaussian with the
mean (1 + λ2

2 ) log γ and variance −λ2 log γ. Since Wγ is independent of
M(t) in Eq. (2), we can reduce the expectation involved in two different
ways resulting in two ways to complete the proof. Specifically,

E
[
e−zWγMt

]
= E

[
v(t, zWγ )

]
,

= E [ψ(zM(t))] , (21)

where ψ(z) stands for the Laplace transform of Wγ evaluated at zM(t).
We choose the second equality as it naturally leads to the so-called Leip-
nik’s equation that plays a major role in the subsequent analysis.

Let ψ(z) stand for the Laplace transform of a lognormal random var-
iable Y� exp(X) and let X have mean m and variance σ 2. Then, Leip-
nik(23) derived the following equation for ψ(z)

d

dz
ψ(z)=−em+ σ2

2 ψ(z eσ
2
), z�0. (22)

We will give another derivation in Section 6. Applying Leipnik’s equation
to Wγ , we get

d

dz
ψ(z)=−γ ψ(z γ−λ2

).
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We are interested in the limit γ ≡1−h/t→1. It is not hard to show that
in this limit

ψ(z)= e−z
[

1+ h

t

(
z+ λ2

2
z2

)]
+o(h).

Finally, substituting this expansion evaluated at zM(t) into Eq. (21), we
arrive at Eq. (18).

We end this section by discussing the informational content of Eq.
(18). It is straightforward to check that v(t, z) defined by

v(t, z)=
∫

�
F(zex)√

2πλ2 log T
t

e
−
(
x+(1+ λ2

2 ) log Tt

)2

2λ2 log Tt dx (23)

solves Eq. (18) for t < T �L and satisfies the boundary conditions pro-
vided F(z) is sufficiently smooth, F(0)= 1, and F(z)→ 0 as z→ ∞ fast
enough. In particular, Eq. (18) alone does not determine v(L, z).

The construction presented in this section shows that Eq. (18) is a
necessary condition but is not sufficient to determine the limiting distri-
bution of the limit lognormal multifractal. Thus, multifractality alone as
understood in the sense of Eq. (2) does not determine the limiting distri-
bution uniquely. Mathematically, this is atypical because, for example, the
classical Feynman-Kac formula does determine the Laplace transform of
the exponential functional of Brownian motion uniquely(10). On the other
hand, the origin of non-uniqueness in Eq. (18) can be easily explained by
noticing that Eq. (2) does not say anything about the SDSI of the limit
process, which is the basic reason why Eq. (18) does not capture the lim-
iting distribution.

In the remainder of this paper, we develop a framework to quantify
the SDSI of the limit process culminating in a pair of renormalization
relations in Section 7.

5. FINITE SCALE ANALYSIS

As we explained in Section 4 one needs to examine fine properties of
M(t) that go beyond its multifractality in the sense of Eq. (2). This section
provides some first steps in this direction by introducing a novel discreti-
zation technique. The essence of our technique is to discretize the finite
scale approximations in time and, thus, view them as finite sums of log-
normal random variables. Such sum representations can then be naturally
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analyzed by means of the Laplace transform. In this section we describe
the discretization procedure so as to set up the stage for renormalization
analysis detailed in Sections 6 and 7. At the end of this section we make
some remarks concerning Feynman-Kac formula for general gaussian pro-
cesses.

We start with the definition of Ml(t), i.e., Eq. (9). It says that Ml(t)

is the exponential functional of the underlying process P(Al(t)). The the-
oretical foundation of our approach is the observation made in ref. 4 that
one may discretize Eq. (9) as

M
t(t)�
t
N∑
j=1

eP (A
t (tj )), 
t= t

N
, tj = j
t, (24)

and the N→∞ limit coincides with M(t). Denoting the Laplace transform
of the discretized distribution by v
t (t, z), one has by the definition

v
t (t, z)=E
[
e−zM
t (t)

]
, z�0.

Then, v
t (t, z) can be represented as a multiple countour integral

v
t (t, z)=
∫ κ+i∞

κ−i∞
L(�t, �w) (z
t)−

∑N
k=1wk

N∏
j=1

�(wj )

2πi
d �w, (25)

where κ is a large enough positive real number and L(�t, �w) is the Laplace
transform of the joint distribution of {P(A
t (tj ))}. Equation (25) is the
key to all subsequent developments. It must be emphasized that Eq. (25)
is valid for all processes constructed as the exponential functional of an
underlying process provided κ is positive and greater than the real part of
all the singularities of L(�t, �w). If the underlying process is gaussian, then
L(�t, �w) is related to the characteristic function Q(�t, �w) defined by Eq. (11)
via

L(�t, �w)=Q(�t, �iw), (26)

and κ can be any positive real number.
The proof of Eq. (25) is straightforward. The probability density

function (pdf) of the joint distribution of {P(A
t (tj ))} is given by the
inverse Laplace transform

1
(2πi)N

∫ κ+i∞

κ−i∞
L(�t, �w)e�x· �wd �w (27)
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given a large enough κ. It follows that the pdf of the joint distribution of
{eP (A
t (tj ))} is given by

1
(2πi)N

∫ κ+i∞

κ−i∞
L(�t, �w)xw1−1

1 · · ·xwN−1
N d �w. (28)

The latter pdf enables us to write the Laplace transform of the sum that
occurs in Eq. (24) as a multiple integral. Finally, we change the order of
integration and use the gamma function identity∫ ∞

0
e−zxxw−1dx= z−w �(w), z>0, �w>0.

In the lognormal case Eq. (25) can be reduced further so as to make
explicit how v
t (t, z) depends on z, t, and L. Since the finite scale l coin-
cides with the time increment 
t, we can reduce the mean vector and
covariance matrix of P(Al(tj )) given by Eqs. (13)–(15) to

E [P (Al(ti))] = −λ
2

2

(
1+ logN + log

L

t

)
, (29)

Cij = λ2
(

log
N

|i− j | + log
L

t

)
, i �= j, (30)

Cii = λ2
(

1+ logN + log
L

t

)
. (31)

Substituting these into Eq. (25), we find that the only dependence of the
integrand of Eq. (25) on z, t, and L is in the multiplicative factor(

t

L

)ζ−∑N
j=1 wj

(zL)−
∑N
k=1wk , (32)

where ζq is the multifractal spectrum as defined by Eq. (8).
An immediate conclusion to be drawn from Eq. (32) is that v(t, z) is

really a function of the variables t/L and zL. It is worth pointing out that
Eq. (18) is also a direct corollary of Eq. (32). In fact, it is sufficient to
show that Eq. (18) is satisfied by the function

(t, z, L) �→
(
t

L

)ζq
(zL)q

for each complex q, which is clear given the definition of ζq by Eq. (8).
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We end this section with a comment regarding Feynman-Kac formula
for general gaussian processes. We believe that the possibility to derive Eq.
(18), which is nothing but a Feynman-Kac formula for the gaussian pro-
cess involved, from Eq. (25) is by no means coincidental. Indeed, consider
the limit

A�lim
t→0
E
[
v
t

(
t, zeB(
t)

)]−v
t (t, z)

t

, (33)

where B(t) is standard Brownian motion. It is a classical result that

A= 1
2

[
z
∂v

∂z
+ z2 ∂

2v

∂z2

]
. (34)

On the other hand, the limit can be expressed as a combination of v(t, z)
and its derivatives in t and z using Eq. (25). That the t derivative must
be involved is clear from the fact that E

[
v
t

(
t, zeB(
t)

)]
brings out the

extra factor of e

t
2 (
∑N
j=1wj )

2
in the integrand of Eq. (25). Since this factor

is quadratic in the wjs, and the only other term in the integrand quadratic
in the wjs is L(�t, �w), this is equivalent to changing the covariance matrix
of the process that depends on t. This is how one can derive Feynman-
Kac formula for general gaussian processes, at least in principle. It is easy
to see that the described recipe yields an elementary proof of the classical
Feynman-Kac formula for Brownian motion.

In the next section we will extend the range of applications of our
finite scale analysis beyond the Feynman-Kac formula.

6. RENORMALIZATION: DEFINITIONS

As we explained in Section 4, Eq. (2), i.e., the continuous cascade
equation, does not determine the limiting distribution of the limit lognor-
mal multifractal. The missing piece of information needed is the SDSI of
the process. The goal of this and the following section is to quantify this
structure by means of renormalization in the sense of Leipnik(23) defined
in the Introduction to mean relations expressing ∂v/∂z and ∂v/∂t as the
rescaled Laplace transform averaged over a family of limit lognormal mul-
tifractals.

Our approach is to quantify the structure of dependence by analyz-
ing the Laplace transform of M(t) and specifically Eq. (25). The main idea
of the discretization technique introduced in the preceding section was to
approximate Ml(t) by a sum of lognormal random variables resulting in
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Eq. (25). In this section we use that approximation to extend Leipnik’s
characterization of the lognormal distribution given by Eq. (22) to Ml(t).

The essence of Eq. (22) is that the derivative of the Laplace transform
equals the product of a weight factor and the rescaled Laplace transform.
We show below that one can extend this result to Ml(t) and eventually to
M(t).

We begin by giving a derivation of Eq. (22). As in section 4 let
ψ(z) stand for the Laplace transform of a lognormal random variable
Y� exp(X) and let X have mean m and variance σ 2. Leipnik’s original
proof used explicitly the special properties of lognormal density function.
Here we give an alternative proof that can be automatically extended to
Ml(t) later. We start with Eq. (25) for N =1

ψ(z)=
∫ κ+i∞

κ−i∞
e

1
2w

2σ 2−mw z−w
�(w)

2πi
dw. (35)

Differentiating with respect to z, making use of the functional equation of
the gamma function

w�(w)=�(w+1), �(w)>0,

and changing variables w′ =w+1, we get

d

dz
ψ(z)=−em+ σ2

2

∫ κ+i∞

κ−i∞
e

1
2w

′2σ 2−mw′
(zeσ

2
)−w

′ �(w′)
2πi

dw′.

Recalling Eq. (35), we arrive at Leipnik’s equation. Effectively, we have
renormalized Eq. (35) by expressing the derivative of the Laplace trans-
form as an appropriately rescaled Laplace transform. The purpose of ren-
ormalization in general is to do the same with Eq. (25) in the limit N→∞
with respect to both z and t.

The multifractal analogue of Leipnik’s equation can be obtained from
Eq. (25) by following the same steps. From now on we drop the limits of
integration for typographic simplicity. By default these limits are same as
in Eq. (25).

∂

∂z
v
t (t, z)=−

N∑
k=1


t

∫
L(�t, �w− �k) (z
t)−

∑N
m=1wm

N∏
j=1

�(wj )

2πi
d �w. (36)

Here �k is the vector whose only nonzero component is the kth component,
which equals 1. The validity of Eq. (36) is quite general as it applies to all
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limit log-infinitely divisible processes. In essence Eq. (36) reduces the com-
plexity of the whole problem to the task of analyzing L(�t, �w). As long as
the latter can be computed as the analytic continuation of Q(�t, �iw) given
by Eq. (26), we have effectively reduced the problem to analyzing the main
tractable quantity available as pointed out in Section 2. In the lognormal
case Eq. (26) holds true so that we have an explicit formula for L(�t, �w)
and can reduce Eq. (36) further. This is due to

L(�t, �w− �k)=L(�t, �w)e− �w·�ck , (37)

where �ck is the kth column of the covariance matrix C stated in Eqs. (30)
and (31). It must be pointed out that Eq. (37) holds only for the special
choice of the mean as in Eq. (13). Otherwise, there would be an extra
factor that blows up in the limit N → ∞. The finite scale equation then
becomes

∂

∂z
v
t (t, z)=−

N∑
k=1


t

∫
L(�t, �w)e− �w·�ck (z
t)−

∑N
m=1wm

N∏
j=1

�(wj )

2πi
d �w.

(38)

Thus, the goal of renormalization with respect to z in the lognormal case
is to take the N→∞ limit of Eq. (38) so as to re-express the right-hand
side as an average of rescaled Laplace transforms.

Renormalization with respect to t is defined in the same way. A
straightforward computation yields

∂v
t

∂t
= −zE

[
e−zM
t (t)eP (A
t (tN ))

]
, (39)

= −z
∫
L(�t, �w)e− �w·�cN (z
t)−

∑N
m=1wm

N∏
j=1

�(wj )

2πi
d �w. (40)

The similarity of Eqs. (38) and (40) is clear. The source of difficulty in
both is the same, namely, the occurrence of e− �w·�ck factors.

In the next section, we will evaluate and analyze the 
t→ 0 limit of
Eqs. (38) and (40).

7. RENORMALIZATION: EXACT RESULTS

We defined the notion of renormalization in Section 6 as a means
of taking the 
t → 0 limit of Eqs. (38) and (40) so as to re-express the
partials on the left-hand side as rescaled Laplace transforms. It turns out
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that the right-hand sides of Eqs. (38) and (40) can indeed be interpreted
in this limit as averages of rescaled Laplace transforms, albeit of different
but related processes. These new processes form a family of limit lognor-
mal multifractals, however, they do not possess stationary increments. As
we show below this type of renormalization is quite general as it applies
to all gaussian processes, not just limit lognormals and in that sense is a
true extension of the original Leipnik’s treatment of lognormals(23).

We start by constructing the new family of limit lognormal multifrac-
tals first. It needs to be clarified that multifractality is understood here
strictly in the sense of Equation (7), i.e., multiscaling. Let the lognormal
stochastic measure P be the same as defined in Section 2 and for each
0�u�1 define

Mu
l (t) =

∫ t

0
eP (Al(s))

∣∣∣ s
t

−u
∣∣∣−λ2

ds, (41)

Mu(t) = liml→0M
u
l (t). (42)

Since 0<λ<1, the singularity is integrable and the limit exists. It is
straightforward to show that Mu(t) is multifractal for each 0�u�1.
Indeed, given 0<γ < 1 and 0<l <L, consider Mu

γ l(γ t) and change vari-
ables s=γ s′ in Eq. (41)

Mu
γ l(γ t) =

∫ γ t

0
eP (Aγ l(s))

∣∣∣∣ sγ t −u
∣∣∣∣−λ2

ds,

= γ

∫ t

0
eP (Aγ l(γ s

′))
∣∣∣∣ s′t −u

∣∣∣∣−λ2

ds′.

Now, by Eqs. (12) and (42) we can write

Mu(γ t) = liml→0M
u
γ l(γ t),

= γ e�γ liml→0

∫ t

0
eP (Al(s

′))
∣∣∣∣ s′t −u

∣∣∣∣−λ2

ds′,

≡ Wγ M
u(t).

This argument is patterned on the original proof of multifractality of M(t)
given in ref. 36.

We now proceed to take the 
t→ 0 limit of Eqs. (38) and (40). The
key observation is that the e− �w·�ck factors can be interpreted as a change
of mean. Specifically, the mean of the gaussian vector

P(Al(t1)), . . . , P (Al(tN )), t1< · · ·<tN,
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is defined by Eq. (13). The Laplace transform of a general gaussian vector
with covariance matrix C and mean vector �m is seen from Eqs. (16) and
(26) to be

L( �w)= e− �m· �w e
1
2 �wT C �w.

Thus, multiplying L(�t, �w) by e− �w·�ck is equivalent to adding �ck to the mean
of P(Al(t1)), . . . , P (Al(tN )). By following the steps that led to Eq. (25)
backwards, we may thus re-express the summands that occur on the right-
hand side of Eq. (38) as

E
[
e
−z
t∑N

j=1 e
P (A
t (tj ))+Cjk

]
.

Next, recalling that t=N 
t, converting all sums into integrals in the limit

t→0, and making use of Eqs. (9) and (30), we reduce Eq. (38) to

∂

∂z
v(t, z)=−t lim
t→0

∫ 1

0
E
[
e−z(

t
L )

−λ2 ∫ t
0 | s

t
−u|−λ2

dM
t (s)

]
du.

It remains to recall the definition of Mu(t) to finally write

∂

∂z
v(t, z) = −t lim
t→0

∫ 1

0
E
[
e−z(

t
L )

−λ2 ∫ t
0 dM

u

t (s)

]
du, (43)

= −t
∫ 1

0
E
[
e−z(

t
L )

−λ2
Mu(t)

]
du. (44)

We have thus established a precise link between the limit lognormal
process and those introduced above. As expected the z derivative of v(t, z)
is equal to an average of rescaled Laplace transforms, those of Mu(t).

Since Mu(t) can be formally expressed in terms of M(t) as

Mu(t)=
∫ t

0

∣∣∣ s
t

−u
∣∣∣−λ2

dM(s),4 (45)

Eq. (44) is the desired renormalization relation, which we regard as a
counterpart of the star equation. We explained in Section 3 that the

4The integral can be interpreted as the limit of integrals as in Eq. (41). It is not hard to
show based on the arguments of Mandelbrot(30) that the local Holder exponent of the sam-
ple paths of M(t) defined by A≡ limγ→0 log |δγLM(t)|/ log γ equals ζ ′(q= 0)= 1 +λ2/2> 1
with probability one. It follows that the sample paths are of finite variation with probability
one and pathwise integration with respect to M(t) is therefore well-defined.
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foundation of the star equation is a hierarchy of finite increment size
approximations to the limiting distribution that quantifies its SDSI. Simi-
larly, Eq. (38) is such a hierarchy in the scale free case of lognormal mul-
tipliers, and its zero increment limit is Eq. (44). Equation (44) is a single-
time but not a single-variable equation as it is stated at a fixed time t and,
therefore, quantifies the limiting distribution at that time, yet involves the
Laplace transform of all Mu(t). It is evident from Eq. (45) that the defi-
nition of Mu(t) requires all the times up to time t. This is naturally inter-
preted as a reflection of the fact that nonoverlapping increments within
distance L apart are not independent unlike in the canonical construction.

An essentially the same argument can be given to renormalize Eq.
(40). In fact, the integral involved in Eq. (40) is the k=N integral in Eq.
(38) so that the argument given above goes through intact. There results

∂

∂t
v(t, z)=−zE

[
e−z(

t
L )

−λ2
M1(t)

]
. (46)

Equation (46) is the second renormalization relation.
As we stated in the Introduction both renormalization relations are

actually valid for all gaussian processes. Although such identities are of
intrinsic interest, we are particularly interested in generalizing Eq. (46) so
as to interpret it as a Girsanov type formula.

We begin with a gaussian process ω(t) with covariance c(s, t) and
mean m(t) and follow the steps that led to the proofs of Eqs. (44) and (46)
verbatim. Equation (36) is still valid but Eq. (37) needs to be generalized
as we can no longer impose the restriction c(t, t)/2+m(t)=0. Instead, we
have in general

L(�t, �w− �k)= eckk/2+mkL(�t, �w)e− �w·�ck , (47)

where cjk = c(tj , tk), mk =m(tk), and �ck has the same meaning as in Eq.
(37). The extra factor propagates to Eqs. (38) and (40) so that, introducing
dM(t)�eω(t) dt, there result

∂

∂z
v(t, z) = −

∫ t

0
ec(u,u)/2+m(u)E

[
e−z

∫ t
0 e

c(s, u) dM(s)
]
du, (48)

∂

∂t
v(t, z) = −z ec(t, t)/2+m(t)E

[
e−z

∫ t
0 e

c(s, t) dM(s)
]
. (49)

Equations (48) and (49) look seemingly different from Eqs. (44) and (46)
because we split c(s, u) into two parts there to separate off the L depen-
dence.
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The interpretation of Eq. (49) is that for any given t there is a new
probability measure such that the law of the process s→ω(s)+c(s, t) with
respect to the original measure coincides with the law of ω(s) with respect
to the new measure. The details of how the new measure is defined as well
as a proof of this statement are deferred to the Appendix. Suffice it to say
here that in the case when ω(s) is Brownian motion, we recover the clas-
sical Girsanov theorem(13) so that our result can be interpreted as a gen-
eralized Girsanov theorem for gaussian processes.

We end this section with a short summary. The main results are Eqs.
(44) and (46), which are our renormalization relations. Both quantify the
SDSI of the limit process by being the zero increment limit of hierar-
chies of functional equations at finite increment sizes. We interpret the for-
mer and not the latter as a counterpart of the star equation because Eq.
(46) involves the t derivative and therefore quantifies how the limit process
changes in time. Equation (44), on the other hand, quantifies the process
at a fixed time just as the star equation does in the canonical case.

8. RENORMALIZATION: APPROXIMATIONS

In this section we examine our results from a computational perspec-
tive. As we pointed out in the Introduction the main difference between
Eqs. (17) and (44) is that the former involves only one unknown variable,
whereas the latter involves more. The same is true of Eq. (46). For example,
Eq. (44) relates the unknown Laplace transform of M(t) to the unknown
Laplace transforms of Mu(t). On the contrary, Eq. (17), once expressed in
terms of the Laplace transform of Z, involves only that transform. While
it is true that Eq. (45) gives us an explicit formula for Mu(t) in terms of
M(t), we do not know how to eliminate Mu(t) from the right-hand side
of Eq. (44) so as to obtain an equation involving the Laplace transform
of M(t) only, i.e., a single-variable equation. This is the main limitation of
our work. However, we have an approximate single-variable equation in the
weak intermittency limit, which is the subject of this section.

We propose the following equation in the limit λ→0+

∂

∂z
v(t, z)≈−t

∫ 1

0
v
(
t, zeλ

2 (f (s)−log t
L )
)
ds, z�0, t �L, (50)

where f (s) is defined by

f (s)=1− s log s− (1− s) log(1− s). (51)

Function f (s) satisfies 1�f (s)�1+ log(2) and f (0)=f (1)=1. Its graph
is given in Fig. 1.
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Fig. 1. Graph of f (s).

It is easy to see that Eq. (50) corresponds to the first two terms of an
expansion of Eq. (44) in powers of λ2. To this end, we can write

M(t)= t+λ2M(1)(t)+o(λ2)

because it is obvious from Eq. (44) or otherwise that the zeroth order term
of the expansion of M(t) is powers of λ2 is just t. Then, by Eq. (45)

Mu(t)= t+λ2
(
M(1)(t)−

∫ t

0
log | s

t
−u|ds

)
+o(λ2).

It follows that(
t

L

)−λ2

Mu(t) = M(t)−λ2
(∫ t

0
log | s

t
−u|ds+ t log

t

L

)
+o(λ2),

= M(t)+ tλ2
(
f (u)− log

t

L

)
+o(λ2),

= M(t)

(
1+λ2

[
f (u)− log

t

L

])
+o(λ2).
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Substituting this into Eq. (44), we arrive at Eq. (50), up to terms of order
o(λ2).

Interestingly, there is more to say as to the nature of the approxima-
tion made to arrive at Eq. (50). In fact, Eq. (50) corresponds to making
the substitution

�w· �ck ≈λ2 f

(
k

N

) N∑
j=1

wj (52)

in Eq. (38). In other words, if we make this substitution, the 
t→0 limit
of Eq. (38) becomes straightforward and we obtain Eq. (50). Space limi-
tations preclude us from giving a detailed argument explaining the origin
of the substitution, suffice it to say that Eq. (52) comes from the N→∞
asymptotic of the eigenvalues and eigenvectors of the covariance matrix C
given by Eqs. (30) and (31).

It remains to discuss the accuracy of our approximation. It is more
interesting to examine the characteristic function φ(t, q) of M(t) as
opposed to the Laplace transform v(t, z). The two are formally related via
φ(t, q)=v(t, z) for q= iz and z�0. There results

∂

∂q
φ(t, q)≈ it

∫ 1

0
φ(t, qeλ

2(f (s)−log t
L ))ds. (53)

We tested Eq. (53) numerically for λ=0.5 and t=L by independently sim-
ulating φ(L, q) and its derivative and substituting these into the equation.
Results are exhibited in Figs. 2 and 3. We independently tested Eq. (53)
by, first, precomputing the pdf of M(L) and, then, computing φ(L, q) and
its derivative by quadrature. Results are in Figs. 4–6. Both tests indicate
that Eq. (53) describes the characteristic function of the distribution quite
accurately for λ as large as 0.5.

9. CONCLUSIONS

We presented a new framework for analyzing the exponential func-
tional of a gaussian process. The gist of our approach is to consider a
hierarchy of finite increment size approximations to the Laplace trans-
form of the limit process and represent these approximations as multiple
contour integrals. The hierarchy is a mathematical means of quantifying
the SDSI of the process. Such representations, the special case of which
was first introduced by Leipnik(23) in the context of lognormal random
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Fig. 2. Imaginary part of the left-hand side (red curve) and right-hand side (blue curve) of
Eq. (53). φ(L, q) and its q derivative were each computed by simulating 20000 sample paths
of length N =256. L=10, λ=0.5.

variables, are quite general and apply to all processes built as the expo-
nential functional of an underlying process as seen from Eq. (25). As an
elementary application of Eq. (25) we derived a Feynman-Kac formula
for the Laplace transform of the limiting distribution of the limit lognor-
mal multifractal(27,3) and showed that it does not capture the distribution
uniquely. We also showed how our discrete scale approximations can be
used in principle to establish Feynman-Kac formulae for general gaussian
processes.

In the case of a single lognormal random variable Leipnik(23) found
an integro-differential equation for the Laplace transform, Eq. (22). We
introduced the notion of renormalization in the sense of Leipnik as an
extension of Leipnik’s equation to the general exponential functionals. By
that we mean integro-differential relations that express the z and t deriv-
atives of the Laplace transform as averages of rescaled Laplace trans-
forms of possibly different but related distributions. At the level of finite
scale approximations there resulted Eq. (36) valid for all limit log-infinitely
divisible processes. When the underlying process is gaussian, we found
exact renormalization relations for the limit process. In particular, in the
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Fig. 3. Real part of the left-hand side (red curve) and right-hand side (blue curve) of Eq.
(53). φ(L, q) and its q derivative were each computed by simulating 20000 sample paths of
length N =256. L=10, λ=0.5.

case of the limit lognormal multifractal the z relation is interpreted as a
counterpart of the star equation of Mandelbrot(28,29) and the t relation
shown to be a Girsanov type formula. The first interpretation is based
on our understanding of the star equation as the limit of a hierarchy of
finite increment size approximations to the limit process that quantifies
its SDSI. The hierarchy constructed in this paper shares the same fea-
tures and, moreover, the resulting renormalization relation is stated at a
fixed time t as is the star equation. The t relation provides another way
of quantifying the SDSI and reflects how the process changes in time.
Mathematically, the t relation is equivalent to a generalized Girsanov the-
orem, i.e., reflects an invariance of the underlying gaussian process under
a change of measure, and recovers the classical Girsanov theorem(13) for
Brownian motion.

Our relations express the z and t derivatives of the Laplace transform
as averages of rescaled Laplace transforms over a family of limit lognor-
mal multifractals derived from the original limit process. As a result these
relations cannot be regarded as single-variable equations. This is the main
limitation of our work. In the weak intermittency limit we presented an
approximate single-variable equation for the Laplace transform.
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Fig. 4. Probability density function of M(L) computed via a kernel density estimator by
simulating 1000000 sample paths of length N =256. L=10, λ=0.5.

We end by describing a number of open problems and new directions.
First and foremost, it is an open problem to fully explain the informa-
tion that is contained in Eqs. (44) and (46). This task is not easy precisely
because these are not single-variable equations, which is a direct reflec-
tion of a much more complicated dependence structure than it is in the
canonical case. Our treatment of the weak intermittency limit indicates
that it may be possible to obtain an exact single-variable integro-differen-
tial equation for the Laplace transform of M(t) by expanding Eq. (44) in
powers of λ2 to all orders. The difficulty of such an expansion is that Eq.
(44) involves the whole path of the process up to time t as opposed to just
its value at t. The hardest question in this direction is as to the functional
form of the resulting equation. If such an equation exists, Eq. (50) gives
the first nontrivial term of its expansion in powers of λ2. Perhaps a sim-
pler question would be to ask if Eq. (44) determines the limit distribution
uniquely. A similar question is whether multifractality in the sense of Eq.
(2) and stationary increments capture the limit uniquely.

Second, there are many subtle properties of the canonical multifrac-
tals such as conditions for the existence of negative moments, for example,
that were discovered by analyzing the star equation(5,14,22,25). The same
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Fig. 5. Real part of the left-hand side (red curve) and right-hand side (blue curve) of
Eq. (53). φ(L, q) and its q derivative were computed by quadrature using the simulated pdf
of M(L).

sort of questions arises naturally in the limit lognormal case. For exam-
ple, Fig. 4 strongly suggests that M(t) has finite negative moments but this
appears very hard to prove with the tools that we have. The primary dif-
ficulty is the lack of knowledge of how the asymptotics of Mu(t) relate to
those of M(t). The same sort of knowledge is also needed to compute the
asymptotic of the left tail of the pdf of M(t).

Finally, an even more challenging problem is how to renormalize in
the general case of Eq. (36), i.e., not assuming lognormality. The problem
requires an in-depth analysis of L(�t, �w) and might turn out to be tracta-
ble, at least for those cases when Eq. (26) holds true, as there is an explicit
formula for Q(�t, �w) stated in ref. 4.

APPENDIX

Our goal is to formalize and prove the statement made in Sec-
tion 7 regarding the interpretation of Eq. (49) as a generalized Girsanov
theorem.
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Fig. 6. Imaginary part of the left-hand side (red curve) and right-hand side (blue curve) of
Eq. (53). φ(L, q) and its q derivative were computed by quadrature using the simulated pdf
of M(L).

Let P be the original probability measure associated with the gauss-
ian process ω(s), i.e., the measure with respect to which we take expecta-
tion to define v(t, z) as well as compute the right-hand side of Eqs. (48)
and (49). Given an arbitrary time t > 0, we define a new measure Q equiv-
alent to P, i.e., having the same null sets, as follows.

dQ�E dP,

where E is a random variable defined by

E�eω(t)−m(t)− 1
2 c(t, t).

It is obvious that E is positive with the P expectation equal to 1 so that Q
is indeed a probability measure. Then, the formal statement of our result
is that Eq. (49) is equivalent to the following proposition.
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The law of the process s→ω(s)+ c(s, t), s� t, with respect to the original
measure P is the same as the law of the original process ω(s) with respect
to the new measure Q.

We note that when ω(s) is Brownian motion, then ω(s)+ c(s, t)=
B(s)+ s, s� t, and we indeed recover the classical result(13).

Proof that Eq. (49) Implies the Proposition. Since Eq. (49) is valid
for all gaussian processes, we apply it to the process ω̃(s)�ω(s) +
log(g(s)), where g(s) is an arbitrary smooth and positive function. Note
that ω̃(s) has the same covariance structure and E as those associ-
ated with ω(s), whereas its mean is m̃(s) = m(s) + log(g(s)). Consider
EQ

[
e−z

∫ t
0 e

ω̃(s) ds
]

and change the measure to P.

EQ
[
e−z

∫ t
0 e

ω̃(s) ds
]

= EP
[
e−z

∫ t
0 e

ω̃(s) dsE
]
,

= e−m̃(t)−
1
2 c(t, t)

−z
∂

∂t
EP

[
e−z

∫ t
0 e

ω̃(s) ds
]
.

It follows by Eq. (49) applied to ω̃(s) that

EQ
[
e−z

∫ t
0 e

ω̃(s) ds
]
=EP

[
e−z

∫ t
0 e

ω̃(s)+c(s, t) ds
]
.

The Laplace transform is injective, therefore, we proved that the law
of

∫ t
0 e

ω(s)+c(s, t)g(s) ds with respect to P coincides with the law of∫ t
0 e

ω(s)g(s) ds with respect to Q. Finally, since g(s) is arbitrary, we arrive
at the equality in distribution of the integrands, as desired.

Proof of the Converse. We showed above that

∂

∂t
EP

[
e−z

∫ t
0 e

ω(s) ds
]
=−zem(t)+ 1

2 c(t, t)EQ
[
e−z

∫ t
0 e

ω(s) ds
]

follows from the definition of E . Combining this equation with the
assumption hypothesis

EQ
[
e−z

∫ t
0 e

ω(s) ds
]
=EP

[
e−z

∫ t
0 e

ω(s)+c(s, t) ds
]
,

we arrive at Eq. (49).



Limit Lognormal Multifractal as an Exponential Functional 1519

ACKNOWLEDGMENTS

The author wishes to express gratitude to B. Mandelbrot and to his
thesis adviser S. Orszag for many enlightening discussions. The author is
also most thankful to the referees for pointing out several inaccuracies and
suggesting various improvements. This work was supported in part by a
VIGRE grant from the N.S.F. All numerical computations in this paper
were done using the GNU licensed software LastWave.

REFERENCES

1. M. Arbeiter and N. Patzschke, Math. Nachr. 181:5–42 (1996).
2. A. Arneodo, E. Bacry, and J. F. Muzy, Physica A 213:232–275 (1995).
3. E. Bacry, J. Delour, and J. F. Muzy, Phys. Rev. E 64:026103 (2001).
4. E. Bacry and J. F. Muzy, Comm. Math. Phys. 236:449–475 (2003).
5. J. Barral, Prob. Theory. Relat. Fields 113(4):535–569 (1999).
6. J. Barral and B. B. Mandelbrot, Prob. Theory Relat. Fields 124(3):409–430 (2002).
7. B. Castaing, Y. Gagne, and E. Hopfinger, Physica D 46:177–200 (1990).
8. B. Duplantier, Phys. Rev. Let. 82:880–883 (1999).
9. B. Duplantier, J. Stat. Phys. 110:691–738 (2003).

10. D. Dufresne, Adv. Appl. Prob. 33:223–241 (2001).
11. U. Frisch, Turbulence, (Cambridge University Press, Cambridge, 1995).
12. U. Frisch and G. Parisi, in Proc. Int. Summer School on ‘Turbulence and Predictability in

Geophysical Fluid Dynamics and Climate Dynamics’, M. Ghil et al., eds. (North-Holland,
Amsterdam, 1985), p. 84.

13. I. V. Girsanov, Theory Probab. Appl. 5:285–301 (1960).
14. Y. Guivarc’h, C.R. Academ. Sci. Paris 305, serie I, 139–141 (1987).
15. T. Halsey, B. Duplantier, and K. Honda, Phys. Rev. Let. 78(9):1719–1722 (1997).
16. T. Halsey, M. Jensen, L. Kadanoff, I. Procaccia, and B. Shraiman, Phys. Rev. A 33:1141–

1151 (1986).
17. H. Hentschel and I. Procaccia, Physica D 8:435–444 (1983).
18. J.-P. Hovi and A. Aharony, Phys. Rev. E 56(1):172–184 (1997).
19. J. P. Kahane, Ann. Sci. Math. Quebec 9:105–150 (1985).
20. J. P. Kahane, Chi. Ann. Math. 8B, 1–12 (1987).
21. J. P. Kahane, in Fractal Geometry and Analysis, J. Belair and S. Dubuc, eds. (Kluwer,

Boston, 1991), p. 277.
22. J. P. Kahane and J. Peyriere, Adv. Math. 22:131–145 (1976).
23. R. B. Leipnik, J. Aust. Math. Soc. B 32:327–347 (1991).
24. P. Levy, Processus Stochastiques at Mouvement Brownien, (Gauthier-Villars, Paris, 1948).
25. Q. Liu, Stoch. Proc. Appl. 95:83–107 (2001).
26. P. Meakin, H. E. Stanley, A. Coniglio, and T. A. Witten, Phys. Rev. A 32(4) 2364–2369

(1985).
27. B. B. Mandelbrot, in Statistical Models and Turbulence, M. Rosenblatt and C. Van Atta,

eds. (Lecture Notes in Physics 12, Springer, New York, 1972), p. 333.
28. B. B. Mandelbrot, J. Fluid Mech. 62:331–358 (1974).
29. B. B. Mandelbrot, C.R. Academ. Sci. Paris 278A, 289–292 & 355–358 (1974).
30. B. B. Mandelbrot, in Frontiers of Physics: Landau Memorial Conference, E. A. Gotsman

et al., eds. (Pergamon, New York, 1990), p. 309.



1520 Ostrovsky

31. B. B. Mandelbrot, Proc. Royal Soc. London Ser. A 434:79–88 (1991).
32. B. B. Mandelbrot and H. Taylor, Oper. Res. 15:1057–1062 (1967).
33. B. B. Mandelbrot and J. W. Van Ness, Siam Rev. 10:422–437 (1968).
34. C. Meneveau and K. R. Sreenivasan, J. Fluid Mech. 224:429–484 (1991).
35. G. M. Molchan, Comm. Math. Phys. 179:681–702 (1996).
36. J. F. Muzy and E. Bacry, Phys. Rev. E 66(5):056121 (2002).
37. J. F. Muzy, J. Delour and E. Bacry, Eur. Phys. J. B 17:537–548 (2000).
38. E. A. Novikov, Phys. Fluids A 2(5):814–820 (1990).
39. K. Sato, Levy Processes and Infinitely Divisible Distributions, (Cambridge University

Press, Cambridge, 1999).
40. D. Schertzer, and S. Lovejoy, J. Geophys. Res. 92:9693–9721 (1987).
41. D. Schertzer, S. Lovejoy, F. Schmitt, Y. Chigirinskaya, and D. Marsan, Fractals 5:427–

471 (1997).
42. F. Schmitt and D. Marsan, Eur. J. Phys. B 20:3–6, (2001).
43. F. Schmitt, D. Schertzer, and S. Lovejoy, Appl. Stochastic Models Data Anal. 15:29–53

(1999).
44. T. Tel, Z. Naturforsch 43a, 1154–1174 (1988).


